1 Introduction

In the high profile 2017 Equifax attack, millions of individuals’ private data was stolen, costing the firm
hundreds of millions of dollars in remediation efforts. This attack leveraged a code injection exploit in
Apache Struts (CVE-2017-5638), and is just one of over 8,200 similar code injection exploits discovered in
recent years in popular software [74]. Code injection vulnerabilities have been exploited in repeated attacks
on US election systems [33,54,71,95], in the theft of sensitive financial data [88], and in the theft of millions
of credit card numbers [66]. In the past several years, code injection attacks have persistently been ranked at
the top of the OWASP top ten most dangerous web flaws [75]. Injection attacks can be very damaging even
for applications that are not traditionally considered a critical/important target (such as personal websites),
because attackers can use them as footholds to launch more complicated attacks.

In a code injection attack, an adversary crafts a malicious input that gets interpreted by the application
as code (rather than data). These weaknesses (“injection flaws”) are so difficult to detect that rather than
suggesting testing as a defense, OWASP instead suggests that developers try to avoid using APIs that might
be targeted by attackers, or enforce site-wide input filtering. Consider again the Equifax hack: the underlying
weakness that was exploited was originally introduced in 2011 and sat undetected in production around the
world (not just at Equifax) for six years [7,72]. While some experts blame Equifax for the (successful)
attack — a patch had been released two months prior to the attack, but was not applied — one really has to
ask: how is it possible that those critical vulnerabilities go unnoticed in production software for so long?

With the exception of safety-critical and similar “high assurance” software, general best practices call
for developers to extensively test their applications, to perform code reviews, and perhaps to run static
analyzers to detect potentially weak parts of their software. Unfortunately, testing is a never-ending process:
how do developers know that they’ve truly tested all input scenarios? To catch code injection exploits just-
in-time, researchers have proposed deploying dynamic taint tracking frameworks, which dynamically track
information flow, ensuring that no untrusted input flows into sensitive parts of applications (e.g. interpreters)
[16,57,70,84,91,99]. However, these approaches are generally not adopted due to prohibitive runtime
overhead: even the most performant can impose a slowdown of at least 10-20% and often far more [16,
36,45, 64]. While some static analysis tools have seen recent developer adoption (e.g. ErrorProne [55],
FindBugs [102], and Coverity [28]), statically detecting code injection vulnerabilities without false positives
is a very challenging problem since these tools must perform interprocedural dataflow analysis. For instance,
static taint analysis [11, 94, 101] often suffers from false positives and/or false negatives.

I propose to create a new approach for augmenting existing tests, AMPLIFY: Automatically Modifying
Program testcases to reveall Information Flow vulerabilitY(s), in order to help developers detect code in-
jection vulnerabilities in their applications. My key insight is that by combining dynamic taint tracking with
existing, developer-written tests, I can enable developers to detect code injection vulnerabilities. Combin-
ing dynamic analysis with existing test cases will allow me to avoid the fundamental limitations that have
hindered prior work. Figure 1 shows an overview of this project. While prior work has used the term test
amplification to refer to techniques that automatically inject exceptions or system callbacks [3, 106, 107], I
use the term amplification far more broadly here. Given an existing application and its test suite as an input,
AMPLIFY will increase the depth of these tests by automatically inferring new security-based oracles that
will be checked by existing tests (Thrust 1). Combining these new oracles with existing test cases may
or may not expose vulnerabilities, hence AMPLIFY will also increase the breadth of these tests by sys-
tematically broadening the inputs checked by each test case, mutating existing (non-defect revealing) test
cases into new cases that might reveal vulnerabilities, and checking if those tests reveal true vulnerabilities
(Thrust 2). AMPLIFY will be designed to integrate directly with test cases that developers already write
and the existing, resource-limited environments that developers run and debug those tests in, both on their
desktop computers and in continuous integration environments (Thrust 3). Finally, AMPLIFY will create
low-overhead monitoring probes for production software that will serve as a last line of defense to harden
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software against critical zero-day vulnerabilities that might have escaped testing (Thrust 4). Although my
approaches will be language agnostic, the tools that I create will target applications running on the JVM
(e.g. written in languages like Java or Scala) based on its popularity. This project will continue my strong
tradition of releasing all of my tools as open source software [27].

The distinction between high-assurance and general purpose software grows thinner with every day as
software is increasingly relied on at different levels of our cyber infrastructure. My vision for testing and
security research over the next decade is for efficient, automated tools that can be used by any developer
to harden software against these complex forms of attacks. This project builds on my prior research in
improving the efficiency [17,19,22] and reliability [20] of existing test cases, laying a strong foundation for
my career developing new approaches for improving the security of software through testing. Further, this
project will support my ongoing mentoring and education activities that go far deeper than simply mentoring
PhD students: within my university, I advise and mentor the largest CS-related undergraduate group [69];
outside of my university I have and will continue to organize undergraduate mentoring workshops that
broaden the participation of underrepresented groups in computing research [25, 82].

1.1 Intellectual Merit

The intellectual merit of this project includes: (1) A novel approach for performing dynamic dataflow
analysis (taint tracking) in the context of developer-written test cases and the application of this approach for
increasing the depth of existing tests with new oracles; (2) A new approach for tracking path constraints on
variables in running applications and performing very lightweight concolic execution, generating new inputs
that expand the breadth of existing tests; (3) An innovative methodology for integrating dynamic analysis
tools in modern continuous integration and regression testing environments; and (4) A novel approach for
creating lightweight production monitoring probes based on the behavior of existing tests.

This research agenda is driven by several key insights regarding the state-of-the-art of code injection
vulnerability detection: (1) Platforms that were often ignored by hackers in the past (e.g. JVM) are in-
creasingly targeted and hence worthy of tailored defenses; (2) The distinction between high-assurance and
general-purpose software has blurred, and it is incredibly important that security testing can be performed
by all developers, rather than only a limited few; (3) No purely automated test generation strategy will be
able to expose all of the complex behavior that developer-written tests can, and instead, approaches should
leverage both developer tests and automated test generation; (4) White box fuzzing (concolic execution) is
often limited by inefficient fuzzer designs, greatly reducing the rate at which new program behaviors can be
explored; (5) Security testing must, like other kinds of testing, be optimized for modern continuous integra-




tion environments, where developers get constant feedback on the quality of their code. Rather than focus
on finding a handful of “million dollar bugs” in a small pool of high-assurance software, my goal is to find
thousands of “thousand dollar bugs” in all kinds of software (and enable developers to do so themselves),
finding as many high-impact bugs (like the Struts/Equifax vulnerability) as I can along the way.

The underlying advances in program analysis and software systems will create a platform for enabling

others to pursue new research directions in testing, security and reliability. This project’s core approach of
applying taint tracking to test cases has the potential to influence how other dynamic analysis tools are used
by developers. This project will involve graduate and undergraduate students and is expected to lead to at
least two PhD theses. Each of the first two thrusts form natural dissertation topics that are sufficiently related
to allow two PhD students to work collaboratively, yet sufficiently distinct to ensure that each of these two
students will have clear thesis topics. Evaluation criteria are defined at the component and project level. My
prior work demonstrates the feasibility of performing large scale studies of open source tests [17,19,20,60],
and my pilot studies demonstrate the feasibility of reproducing real code injection vulnerabilities.
PI Qualifications. I have published 18 peer-reviewed papers on software testing and analysis, winning two
Distinguished Paper awards (VM VM at ICSE 2014 [17] and HitoshilO at ICPC 2016 [97]). I am an expert in
building runtime systems for the JVM, as witnessed by my novel taint tracking system (PHOSPHOR, OOP-
SLA 2014 [16]), my unique taint tracking-based Android privacy system (PEBBLES, OSDI 2014 [92]) and
by my checkpoint/rollback system (CROCHET, ECOOP 2018 [24]). For this project, my program analysis
expertise is well complemented by my software testing background, including in flaky tests [17,19,20,48,60]
and metamorphic testing [23,98]. I have a strong track record of disseminating tools (both open source and
commercially) that are useful to and adopted by the community [27]. My research in regression test ac-
celeration [17, 19] led to an industrial collaboration with ElectricCloud [44], and my recent research in
flaky tests (DeFlaker, ICSE 2018 [20]) has sparked discussions with Google, Microsoft and Huawei. PHOS-
PHOR [14,16,18] has been adopted by many external researchers in the four years since its release, including
in three theses [4,42,90] and several other publications [5, 100]. Many researchers have already expressed
interest in using CROCHET (published in July 2018), which is also freely available via GitHub [12].

2 Research Plan

To help understand how AMPLIFY will be used by developers, I provide a high-level overview of
CVE-2017-5638 (the vulnerability used in the Equifax attack) [72]. Equifax’s application was built using the
popular open source Java-based Apache Struts framework, which among other things, manages templates
that get rendered into web pages by its OGNL (Object Graph Notation Language) scripting engine. OGNL
is very expressive, and allows these template expressions to call arbitrary Java functions. If an attacker can
control a string that was parsed by the scripting engine, then the attacker can execute arbitrary Java code in
the server process. Hence, it’s very important that Struts does not allow untrusted inputs to flow into the
OGNL engine (e.g. through input validation). In this case (CVE-2017-5638), there was a key flaw in Struts’
error handling code, specifically, the code that handles invalid HTTP Content-Type headers, which
passed the Content—Type header (which is part of the client’s request) directly into the scripting engine
to render a default error message. Since Struts did not escape that header (which would have prevented it
from being interpreted), an attacker can execute arbitrary code (in that header) on the application server.

The state-of-the-art approach to mitigate code injection exploits like this one is to deploy the application
with a dynamic raint tracking framework, which tracks the origin of values in memory. Developers add
annotations that particular inputs should be tainted, and then the framework tracks the flow of those inputs
through the application. If an input flows through a sanitizer (e.g. a method that checks for illegal inputs),
then it might be deemed not a risk (and the taint tag dropped), because the sanitizer has ensured that it
is not an attack. If a tainted input reaches a critical method in the program code (a “taint sink™), then
the framework might throw an exception in order to prevent the untrusted input from reaching the critical
code [57,70, 84,91,99]. However, taint tracking is almost never deployed with production applications



because: (1) Taint tracking imposes a non-trivial slowdown (of 3-50x [36, 39], although my optimized tool
shows only 1-2x [16]); and (2) Taint tracking can raise false alarms if sanitizers are not annotated and even
miss alarms if functions are incorrectly marked as sanitizers. Static taint analysis [11,94, 101] often suffers
from scalability issues and false positives, hindering its adoption by developers.

My goal is to allow developers to detect these vulnerabilities in their apps before releasing them, and
without imposing an undue burden of false positives or excessive compute cycles. Consider how these
developers might normally perform quality assurance: they write tests and perform code review. Although
Struts had a moderate-sized test suite (with 46% statement coverage [6]), it did not reveal this vulnerability
(before it was detected). My key insight is that I can use taint tracking while running tests to amplify
the quality of those tests, detecting potentially vulnerable information flows, and then use input generation
techniques to explore those flows and generate actual exploits demonstrating those vulnerabilities.

How will AMPLIFY help these developers? Consider: if the developers had written any test that made
a request with an invalid Content-Type header, they would have exposed the behavior that allowed this
untrusted input (the HTTP header) to flow into a sensitive sink (the OGNL engine). This test could be
amplified adding new oracles (amplifying the depth of each test), specifically, asserting that no uncontrolled
input could flow to a sensitive sink, which would then reveal the vulnerability (Thrust 1). In the event that
there is no test with an invalid Content-Type header, but there is another test that makes any request at
all against the Struts server (which is the case for Struts), AMPLIFY can amplify the breadth of the test,
automatically mutating the existing test so that it makes its request with an invalid Content -Type header
(Thrust 2). In either case, once the vulnerable information flow is detected, AMPLIFY can demonstrate
that an attack is possible by re-executing the amplified test, trying to use specially crafted attack-strings
in that information flow. This procedure will not require developers to annotate any input sanitizers, since
AMPLIFY will instead repeatedly test the application with attack strings. AMPLIFY will fit directly
into the continuous integration workflow used by the Struts developers, efficiently performing regression
checking of these various properties while development occurs (Thrust 3). Based on the results of all of
the testing performed pre-release, I will also consider how AMPLIFY can automatically generate efficient
monitors to protect against (undetected) vulnerabilities in production.

2.1 Thrust 1: Testing for Code Injection Attacks with Dynamic Taint Tracking

Dynamic taint analysis is a powerful form of dynamic information flow analysis useful for identifying
the origin of data during execution. Inputs to an application are “tainted,” or labeled with a tag. These inputs
can be determined in advance (i.e., specifying that all values returned by some method are to be tainted), or
completely dynamically (i.e., using an arbitrary check at runtime to determine if a value should be tainted).
As computations are performed, these labels are propagated through the system such that any new values
derived from a tagged value also carry a tag derived from these source input tags. In this way, we can
inspect any object and determine if it is derived from a tainted input by inspecting its label. Taint tracking
has repeatedly been proposed as a defensive mechanism against code injection attacks [57,70,91,99]. In this
context, taint tags are propagated from all user-controlled inputs, and if the framework observes a flow from
an input to a sensitive function (e.g. one that parses and executes code), a violation is reported. However,
dynamic taint tracking is not yet used in production runs because even the most performant dynamic taint
tracking systems (like my own Phosphor [16]) still impose some performance overhead.

I propose to apply dynamic taint tracking to amplify the depth of existing (developer-written) test cases,
adding new oracles to detect code injection vulnerable-code. In this model, developers do not need to write
test cases that demonstrate an attack — instead, they need only write test cases that expose an information
flow that is vulnerable to an attack. For instance, consider a recent Apache Struts vulnerability (CVE-2017-
9791) that allowed user-provided web form input to flow directly into the OGNL engine. Struts includes a
sample application for keeping track of the name of different people, this application can be used to demon-
strate this vulnerability by placing an attack string in the “save person” form. To detect this vulnerability,



we do not need to observe a test case that uses an attack string in the input, instead, we need only observe
any test that saves any string through this form in order to observe the insecure information flow. Once this
is detected, AMPLIFY can then re-execute and perturb the existing test case, substituting different values
for the form field, attempting to demonstrate the exploit.

Although I will be able to build atop my existing taint tracking system, PHOSPHOR, there are a variety

of challenges to successfully detecting injection attacks using taint tracking and existing test cases (Thrust
2 will also generate new inputs to amplify the breadth of existing tests). For instance: can we identify a
comprehensive set of sources and sinks that will be generally applicable to different applications? Once I
have run AMPLIFY on a variety of programs with a comprehensive set of sources and sinks, I expect that
PHOSPHOR will report many violations, some of which may be benign — just because there is a data flow
from a source to a sink, this may not be indicative of an attack vector. Hence, I will develop heuristics to help
AMPLIFY filter and prioritize its reports. In some cases, flows might be trivially benign because the user
input flows through a sanitizing function — I will develop new approaches to automatically detect likely
sanitization functions, which can be treated as black boxes, or further scrutinized for safety. Taint tracking
systems rely on an underlying set of propagation rules that define how taint tags are applied through data
and/or control flow. There is no prior study of the effect of different propagation rules on the precision
and recall of a high-level approach like AMPLIFY, and hence, I will experimentally evaluate different
configurations to tune AMPLIFY. Finally, once the (suspected) attack vectors are detected, AMPLIFY
will need to automatically re-execute the corresponding test(s) that exposed that flow and transform those
benign test cases into attacks. At first, I will assume that each application runs in a single process (for the
purposes of data flow tracking); 2.2.5 will expand AMPLIFY to consider distributed systems.
Preliminary Results. Much of the proposed work involves dynamic taint tracking, which will be build on
my PHOSPHOR system [14,16,18]. PHOSPHOR is easy to deploy since it does not require specialized JVMs,
and can be easily integrated with popular test execution frameworks like JUnit and TestNG [16]. PHOSPHOR
is complete, in that it tracks taint tags through all variables and bytecode that runs in the JVM, in contrast to
prior approaches that only tracked tags on Strings [37,56,57]. While PHOSPHOR does not track taint tags
through native code (which is written in C/C++ and linked into the JVM binary), this limitation has not been
a concern in practice as very few Java applications include native code. Real systems often receive inputs in a
raw format (e.g. array of bytes), which then might be parsed into strings, then into character arrays, and then
perhaps later back into strings, hence, it is important to track more than just strings. While previous systems
for generic taint tracking have shown runtime slowdowns on the order 2-30x, PHOSPHOR’s unique approach
of bytecode instrumentation is amenable to aggressive JIT optimization, resulting in typical overheads on
the order of only 10% (on DaCapo benchmarks; I have made significant optimizations to PHOSPHOR not
represented in my original publication on it, which had reported an average overhead of 50% [16]). As a
pilot study, I used PHOSPHOR to monitor Apache Struts while executing two recent and publicly disclosed
attacks, CVE-2017-5638 [72] (the Equifax vulnerability described in §2) and CVE-2017-9791 [73]. In both
cases, PHOSPHOR detected the attack string entering the sensitive sink (OGNL in this case).
Proposed Work. 2.1.1: Finding sources and sinks. In order to perform taint tracking, we need to start out
with a pre-defined list of untrusted sources and sensitive sinks. AMPLIFY will be generic, applicable to
systems beyond simply HTTP servers, and hence, will need to have a comprehensive and generic mechanism
for tracking user-controlled inputs through a variety of applications. A sound but imprecise definition for
taint sources will consider all external inputs received by the system under test as untrusted sources. I will
refine this list of sources to include only those inputs that flow into the application over the network. Also,
by default, data read from files will be considered as potentially user-controlled sources. I will build on my
prior work (Pebbles, OSDI 2014), which maintained fine-grained taint tags for files [92], in order to track
(non-user controlled) data that is written by the application to files and later read back.

For some applications, purely generic sinks may be valid (e.g. JVM-provided methods that directly
execute commands in a shell), though applications that make use of different kinds of parsers might require



specialized sinks. Thankfully, while there are a very large number of Java-based applications, there are a
relatively small number of (shared) components used by these applications that might compile and execute
code (e.g. OGNL, in the case of Struts). I will perform a literature search of known code injection vulnera-
bilities in Java applications in order to detect common sinks. I will also conduct an extensive evaluation to
detect previously unknown sinks in applications by systematically generating attack probing inputs (2.1.4)
and detecting when these attacks appear successful. If the attack appeared successful but didn’t flow into a
previously-known sink, then we have discovered a new sink (or sinks). This process is expected to be more
time consuming than the normal operation of AMPLIFY (since it requires testing all possible sources,
rather than only sources that flow into known sinks), but will only be performed irregularly.

2.1.2: Prioritizing likely vulnerabilities. With a list of sources and sinks, AMPLIFY will monitor dataflow
while each test runs. After tests run, AMPLIFY will likely have a large list of observed (potentially vul-
nerable) data flows. Although each violation represents a real data flow from an untrusted source I to a
dangerous sink O some of these violations may be benign. AMPLIFY will prune this list to contain only
true vulnerabilities by systematically attempting to generate exploits (see 2.1.4). This last step will be key
to ensure that AMPLIFY only reports real vulnerabilities. A violation might be benign because: (1) The
source [ is in fact trusted, (2) The sink O is not dangerous, (3) There is a sanitizer that ensures that the data
flowing into the sink O is not dangerous. AMPLIFY will consider a variety of heuristics in order to prior-
itize its vulnerability search. For instance, some sinks (like an expression parser) might be higher risk than
others (like file I/0), suggesting that they should be tested first. Other heuristics might include the number
of assignments and transformations that occur between the input arriving in the system and reaching the
vulnerable sink. An input that flows (untransformed) into a sink might be riskier than another value which is
derived from that input and flows into a sink. As part of this work, I will invent new heuristics and evaluate
their relative efficacy in detecting both previously-disclosed and new vulnerabilities (see evaluation plan).
2.1.3: Evaluating taint propagation policies. Key decisions when performing taint tracking are: should
taint tags be propagated only through data flow, or through data and also control flow? Should tainting an
object transitively taint its fields? How (if at all) should taint tags be propagated through exception control
flow? Changing how taint tags are propagated can have a significant impact on the resulting relationships.
Traditionally, taint tracking is performed through data flow operations only: tags are not propagated through
control flow [85]. This limitation can cause false negatives, where taint tags are (incorrectly) not propagated.
However, propagating tags through control flow might lead to a loss of precision. There has been no study
or evaluation of the gains in recall or losses in precision when using different taint propagation rules, and
it’s unclear what approach be best for AMPLIFY. I will test different propagation policies and measure the
resulting performance of AMPLIFY, optimizing the propagation policies for code injection detection. I
will measure precision and recall both at the level of the taint tracking system (e.g. using a benchmark like
DroidBench [11]) and also at the full-system level, measuring the vulnerabilities detected with each config-
uration. Measuring recall will be tricky due to lack of ground truth: I will use a set of known vulnerabilities,
plus all of AMPLIFY’s vulnerabilities that I manually confirm as a baseline for recall.

2.1.4: Generating Exploits. The end result of AMPLIFY’s run will be a list of true vulnerabilities, each ac-
companied by a test case (attack) demonstrating it. Once vulnerable information flows are detected and pri-
oritized, AMPLIFY will re-execute the test cases that generated these flows, substituting the user-controlled
inputs with possible attacks. Note that again, of course, since AMPLIFY has modified the input to the test,
the developer-provided test oracles may not hold, in which case AMPLIFY will disable them, running the
test with only its dataflow oracles. I will build a database of possible attack strings, mapping them to the
sinks that they target, and AMPLIFY will leverage this database to test the system under test’s resilience. I
will generate this database of attack inputs by surveying previously disclosed attacks, and create new attack
strings by hand and perhaps using automated concolic execution (Thrust 2). This methodology will allow
AMPLIFY to detect new, previously undisclosed vulnerabilities and is based on the insight that most suc-
cessful injection attacks share common attack strings. Since applications often have multiple sources that



flow to the same vulnerable sink, even if a vulnerability was disclosed and patched, the same attack string
might be successful on that same (patched) application when applied to a different input. For instance, re-
turning again to Apache Struts and its OGNL parser, a sample attack string might be “${40+2}”. If this
string flows into the OGNL parser (and is evaluated), the output page will contain the text 42, while if it
is not evaluated, the output page might contain the original input, ${40+2}. Hence, AMPLIFY will be
able to automatically determine if it was successful in an attack or not by checking the output of the system.
Moreover, this attack string is likely to work on any input that flows into the OGNL parser, and mirrors the
manual approach that penetration testers often use to probe for vulnerabilities.

Evaluation Methodology. During its development, I will evaluate AMPLIFY s ability to detect injection
vulnerabilities on a synthetic benchmark (e.g. a test suite). I will apply AMPLIFY to previously disclosed
injection vulnerabilities in Java applications like Struts, Geronimo, Tomcat and JBoss. I have extensive
experience running different testing tools with these projects (my prior work has studied the test suites of
nearly 100 different open source projects [17, 19, 20, 60]), and am certain that I will be able to integrate
PHOSPHOR and AMPLIFY with them easily. I am quite certain that I will be able to find and reproduce
existing injection vulnerabilities — there are a wealth of proof-of-vulnerability exploit scripts available for
relevant exploits [46], and as a pilot study, I reproduced 5 injection exploits in Struts. As an ultimate goal,
I hope to also detect new, previously undisclosed vulnerabilities. I will follow best practices for each new
vulnerability found, first disclosing it to the vendor, and not publishing details of the exploit until the vendor
can release a patch. I will also measure the cost (in terms of execution time and developer/analyst time) of
applying AMPLIFY to each of these projects. I will measure the relative precision and recall of AMPLIFY
when using different propagation rules with a hand-labeled set of true vulnerabilities.

2.2 Thrust 2: Exploring More Inputs with Concolic Execution

AMPLIFY will also increase the breadth of existing test cases by applying novel fuzzing-based tech-
niques to developer-written tests in order to increase coverage of potentially vulnerable information flows.
AMPLIFY will leverage ideas from fuzz testing [30, 31, 34, 38, 53, 67,77,78, 87,93, 105, 105] to extend
existing test cases to represent more of the diverse inputs that users could make to a server. For instance, in
the case of the Struts/Equifax vulnerability described in §2, AMPLIFY would take an existing test which
makes a valid request and modify it to have an invalid Content-Type header, allowing the vulnerability
to be discovered through taint tracking.

Concolic execution is a form of fuzzing that concretely executes the system under test, collects path con-
straints, and then generates new inputs that explore new paths (effectively using symbolic execution). Due to
the technical complexities of collecting path constraints and re-executing software with different inputs, ex-
isting concolic execution tools such as KLEE, DART, CUTE and JPF-Symbc do not truly concretely execute
the system under test, but rather run it in a specialized interpreter that simulates the CPU/language runtime,
allowing for easy tracking of constraints and comparison of program states [34,52,65, 86, 87]. The speed of
collecting constraints and executing new inputs is often cited as the limiting factor in concolic execution, as
opposed to the speed of constraint solvers, as reported by the state-of-the-art SAGE project at Microsoft [32].
In contrast, AMPLIFY’s concolic execution will allow applications to execute at near-native speeds while
tracking constraints, using off-the-shelf JVMs. Re-executing applications and comparing program states
with the different inputs that SMT solvers generate can also be a massive slowdown compared to native
execution (particularly for systems like DART [52], Klee [34] and JPF-Symbc [65]). Instead, AMPLIFY
will leverage my recent advances in lightweight checkpoint and rollback in order to efficiently explore the
different program states under different inputs without a (slow) specialized interpreter or needing to repeat-
edly execute the application from the beginning for each input [24]. Although I will implement AMPLIFY
for the JVM, the approach that I will take is sufficiently general that it will be possible to apply it to other
popular managed languages such as JavaScript, Python, Ruby.

Preliminary Results. Typical fuzzers assume that each input tested executes independently from all that



precede it. If this assumption does not hold, then the fuzzer may discover some input that crashes the system
on a fuzzing run but not in isolation; thus limiting the usefulness of such techniques because the crash
can not be easily reproduced. The alternative is to restart the system under test between each input tested,
however this approach can be very slow. The same isolation problem plagues developer-written tests as
well, and I am very familiar with building systems to detect [19, 48] and isolate [17] them. For automated
fuzzing, my solution is CROCHET, which will allow AMPLIFY to start the system under test only once,
and then checkpoint its state, feed it some inputs, and then rollback the entire state to its starting state [24].
Like PHOSPHOR, CROCHET functions entirely through bytecode rewriting, utilizing a novel heap traversal
algorithm that can efficiently and lazily checkpoint and rollback an entire heap with very low overhead
(often twice as fast as the state-of-the-art CRIU [41] system). As a small pilot study, I integrated CROCHET
with a simple blackbox fuzzer and measured the improvement of using CROCHET to isolate different fuzzing
runs compared to restarting the system under test between each fuzzing test. The entire fuzzing run takes
42 seconds to execute when running all commands on the same server (no restart), 78 when restarting it
between commands (an increase of 89%), and just 44 seconds when isolating each input using CROCHET.
I expect that this approach will significantly increase the rate at which AMPLIFY can check new inputs.
AMPLIFY’s path constraint collection will be based on my PHOSPHOR system (described in §2.1).
Proposed Work. 2.2.1: Collecting constraints. AMPLIFY will use PHOSPHOR to “symbolicate” concrete
variables, associating (initially) unbounded symbolic expressions with these concrete variables. AMPLIFY
will use PHOSPHOR to record the execution constraints that it witnesses applied to each input of interest.
PHOSPHOR already rewrites all bytecode operations to propagate taint tags: AMPLIFY will customize
this behavior so that the symbolic expression is refined through execution. PHOSPHOR can propagate any
arbitrary metadata as this taint tag, and hence, AMPLIFY will use PHOSPHOR to associate a symbolic
expression with each variable, and then override each operation that could combine two of these expressions
(e.g. integer operations such as addition) to track the abstract operations that occur on each expression.
At branches, AMPLIFY will examine the taint tag being branched on (representing the symbolic branch
condition) and record the corresponding constraint. With each expression, AMPLIFY will also record the
exact point in program execution that the expression originated, allowing this value to be substituted for
a different (generated) concrete value in later exploration. AMPLIFY will support constraints on integer,
real, and string variables as well as arrays and objects; it will store these constraints internally using the
“Green” symbolic expression package [103]. Once collected, AMPLIFY will continue to use the same
Green API to simplify, canonize, negate and solve these constraints using the Z3 constraint solver [43].
2.2.2: Search heuristics and detecting important branches. With constraints collected, AMPLIFY will
be ready to begin generating new inputs to direct program execution down new paths. As in traditional
concolic execution, by negating individual constraints and attempting to then solve the resulting formula,
AMPLIFY will obtain new inputs. However, since I am considering non-trivial programs, I fully expect
to be unable to explore the entire input space, however my goal is to test for vulnerabilities (as opposed to
prove the absence of vulnerabilities). Thus, I will use heuristics to guide AMPLIFY’s exploration towards
branches that may be likely to help expose code injection vulnerabilities. For instance, a static taint tracking
approach [11, 101] might reveal that only a fraction of all possible paths allow data to flow from one of
the sources to an interesting sink. In this case, AMPLIFY could prioritize its execution to these paths.
AMPLIFY might also prioritize sinks based on a risk factor: a sink that directly executes code may be
more immediately dangerous than one which saves data to a file (although that file might later be executed).
It will be important to tune these heuristics using known vulnerabilities.

Once a new input is available, AMPLIFY will re-execute the original test that the new input was gen-
erated from, substituting the generated input for the original. For instance, if the input being perturbed is a
byte array — a network request entering a server — AMPLIFY will replace the actual network request with
the generated request. I will build on CROCHET, allowing AMPLIFY to efficiently explore many inputs
without fully re-executing each test, perhaps avoid a relatively slow restart of the application.



CROCHET enables very lightweight incremental checkpoint and rollback within a running JVM: an

application like AMPLIFY can request a checkpoint at any time, and then later request a rollback, which
will revert all state within the JVM to the previous checkpoint. I will use CROCHET to generate a lightweight
checkpoint at each point that AMPLIFY might want to return to (in order to try a different input). CROCHET
does not yet support nested checkpoints: repeated calls to checkpoint overwrite the prior saved data. To best
support AMPLIFY (which might need to have multiple checkpoints stored at any given time), I will extend
CROCHET to allow for these multiple-checkpoint semantics. CROCHET’s checkpoint algorithm is thread-
safe, and mostly non-blocking: it will be challenging to invent a new algorithm for lazy checkpointing that
will be as performant for multi-threaded code (lock free), but also retain multiple checkpoints.
2.2.3: Handling external APIs. AMPLIFY’s whitebox approach requires only access to bytecode (not
sourcecode), and hence, is applicable out-of-the-box to third party libraries. However, AMPLIFY will not
be able to trace dataflow or constraints in non-Java code, which might be native code (binary code linked
directly into the JVM), or more broadly, external APIs (including web services). Since AMPLIFY is based
entirely on concrete execution, it should always be able (in the worst case) to simply repeatedly execute
the external API or native routine with different testing inputs in order to observe the output. However, if
this external code is stateful, then the execution of one test input might impact AMPLIFY’s execution of a
subsequent input. This same problem impacts both regular (developer-written) tests and automated tests.

Such tests are often said to be flaky [20, 68], because when their order is changed, tests might change
their outcome due to the invalid state of the environment [17, 19, 108]. Developers commonly resolve these
issues by writing pre-test and post-test methods that ensure that the environment is valid before and after
a test run. Based on my significant experiences in handling and resolving these test-order dependencies in
developer-written tests [17,19,21], I will automatically leverage these existing setup and teardown methods
that commonly exist in tests in order to clear this external state. Hence, when repeatedly re-executing some
narrow part of a test (through checkpoint and rollback), AMPLIFY may need to also execute (at least part
of) these setup and teardown methods. AMPLIFY will identify if the code being executed involves external
resources (e.g. if it makes calls outside of the JVM), and if so, will perform slicing [58, 104] on the setup
and teardown methods to find a slice of code that accesses (and hence may reset) those external resources.
2.2.4: Integration with random fuzzing. While AMPLIFY is primarily designed to perform whitebox
fuzzing (i.e. based on collected path constraints), some applications may call for less-directed (blackbox)
fuzzing. One typical limitation of whitebox fuzzers is that they may get stuck with constraints that are non-
trivial to solve, and hence require spending large amounts of time in the constraint solver. Whitebox fuzzers
can also get stuck generating new inputs that do not reveal new program behavior, although they do explore
new paths. For instance, for-loops in particular can create path explosion, where there are a huge number
of paths through that code segment (depending on the number of times the loop is executed), although each
path might be nearly equivalent. In contrast, mutation-based fuzzers are “black box,” using no knowledge
about how that input flows through the program in order to detect vulnerabilities. For instance, AFL mutates
each input in isolation through uses bit-flips at random offsets, addition and subtraction of small integers,
and insertion of interesting integers (e.g., 0, 1, —1, INT_MAX, etc) [105].

AMPLIFY will leverage mutation-based fuzzing in two ways, depending on the relative speed of con-
straint solving to program execution, which will vary from system-to-system, and likely from input-to-input.
If AMPLIFY detects that far more time is being spent solving constraints than testing new inputs, then AM-
PLIFY will resort to (fast) mutation-based fuzzing while waiting for a response from the constraint solver.
If instead, constraint solving takes less time than testing those inputs, then AMPLIFY will use a fitness
function inspired by mutation-based fuzzing in order to prioritize which of those inputs to test first, for
instance, prioritizing those that might be more likely to reach dangerous sinks.

2.2.5: Distributed constraint collection. For simplicity of discussion, I have assumed that AMPLIFY was
applied only to applications that execute in a single process on a single computer. However, distributed sys-
tems are increasingly common, where an application is split up into multiple components that are deployed



as different processes communicating over a network. In this configuration, AMPLIFY will run in a peer-
to-peer mode (using Zookeeper for coordination [9]), aggregating the data flow and path data from each
node in the system. AMPLIFY will intercept all network messages being sent and received by the system
under test: if it detects that two components of the system are communicating with each other, it will embed
and extract dataflow information. In addition to propagating metadata between processes, AMPLIFY will
also need to coordinate checkpoint and rollback between multiple processes. Maintaining synchronization
between all of these components will be the main challenge of this task: different components might interact
using different protocols, and it is possible that not all components will be observable by AMPLIFY. I will
investigate different consistency and communication models, evaluating their tradeoffs in performance and
correctness for AMPLIFY. To simplify implementation, I will assume that all participating nodes run in a
JVM (rather than in different platforms).

Evaluation Methodology. I will evaluate AMPLIFY’s concolic execution component at both the compo-
nent and system level, measuring the speed of vulnerability detection, speed of input generation, cost of com-
putation, and developer effort. At the component level, I will compare AMPLIFY’s performance in gener-
ating new test inputs to state-of-the-art JVM-based test input generation tools, including JPF-Symbc [65],
JCUTE [86] and EvoSuite [47], using similar workloads that those tools have been evaluated on. At the
system level, I will evaluate how rapidly AMPLIFY detects code injection vulnerabilities using different
heuristics for its concolic exploration. I will measure the cost of running AMPLIFY’s concolic execution
engine in terms of CPU-time, again comparing it with prior work. Finally, I will evaluate AMPLIFY’s
applicability to distributed systems by testing it on both distributed and monolithic applications.

2.3 Thrust 3: Detecting Vulnerabilities in Continuous Integration and Regression Testing
Developing software is a continuous process, with developers constantly adding new features and fixing
bugs. Rather than be designed to run in a “one off”” model, I plan for AMPLIFY to be tightly integrate into
a modern continuous-integration (CI) based development environment, where developers change code and
correspondingly run regression test suites to detect newly-introduced faults. CI services automatically build
and test code, often for each commit that a developer pushes to their version control repository. Hence,
there is a wealth of additional data that can be made available to tools (e.g. the results of these tools on
prior executions of the project). At the same time, CI services are generally somewhat resource-constrained:
developers want results of a CI run quickly [61], and hence, it’s often not possible to directly integrate
heavyweight static and dynamic analysis tools with CI executions. I will investigate new approaches to
apply tools like AMPLIFY in CI, leveraging historical execution data to find more vulnerabilities faster. I
will develop integrations for AMPLIFY with popular build systems (such as Maven [8] and Gradle [1]), as
well as with popular CI systems like TravisCI [2].
Preliminary Results. I have significant experience building new approaches and tools for regression testing,
in particular, in a CI environment. For example, my recent DEFLAKER work considered the automated
detection of flaky tests (tests that can nondeterministically pass or fail even for the same version of the same
code) in regression testing environments [20]. Unlike prior approaches for detecting flaky tests that relied
purely on information about the “current” version of code being tested, DEFLAKER also uses historical test
results from CI. As part of my evaluation, I integrated DEFLAKER directly with the CI pipeline for 96 open
source projects that used the freely available service TravisCI [2]. DEFLAKER found 87 previously unknown
flaky tests, and developers generally found my reports to be useful. My prior work has also examined how
statement coverage changes over time in projects that use CI [60].
Proposed Work. 2.3.1: Incremental test amplification. One commonly used approach for accelerating
regression testing is regression test selection (RTS), where for each revision of the system being tested, only
tests that might be impacted by recent changes are executed [51, 59,79, 80, 83]. This reduces turnaround
time as developers wait for results. If a traditional RTS approach determines that a given test should be
executed (e.g. that its outcome might have changed), AMPLIFY will perform its own analysis to determine
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if it should try to amplify that test (generating new inputs), or if this amplification is unlikely to detect new
vulnerabilities. When AMPLIFY is used in its incremental mode, it will consider (1) the prior paths that
were explored in each test and the results of that exploration and (2) the changes to the system under test
since the last execution. Specifically, AMPLIFY will combine its information about which statements were
covered by each test (and each amplified test) with the set of which statements were changed since its last
execution. If a path does not cover changed statements, then its outcome could not have changed. In my
prior work, DEFLAKER [20], I introduced the notion of hybrid differential coverage, a technique that tracks
which (recently changed) statements are executed by each test. DEFLAKER’s differential coverage is hybrid
in that it automatically changes granularity (from statement to classfile-level tracking) depending on the
kinds of changes that were made to each file: some changes impact execution beyond a single statement
(e.g. changing the super type of a class can change dynamic method dispatch).

2.3.2: Collaborative amplification. 1 will also design AMPLIFY to optimize repeated executions of the
same tests on the same revision of code. In particular, in scenarios where developers run tests locally on
their own machines, and then also run them on shared build servers (e.g. in a Cl infrastructure), AMPLIFY
will centrally cache its results, reducing repeated effort and parallelizing its load where possible. A key
challenge here will be ensuring that path constraints are sufficiently normalized such that they can be easily
transplanted between multiple executions. For instance, if AMPLIFY is run with a limited time budget on
a developer machine and then later runs (on that same exact version of the system under test) on a build
server, AMPLIFY would recognize exactly what was checked in the first run in order to avoid redundancy.
In its normal operational model, AMPLIFY doesn’t need to correlate constraints observed on inputs from
multiple executions of the same test/system under test. However, in this case, it will need to have a stable
mapping from symbolic variables across executions (enabling it to perform this matching). I will investigate
different techniques for assigning stable names to each symbolic variable, perhaps based on stack traces and
invocation counts or the shape of the constraints. If necessary I will also investigate compression techniques
(based on the assumption that many constraints will overlap between different paths).

2.3.3: Differential constraint analysis. When a test fails, it is generally indicative of (1) a fault that the devel-
oper recently introduced, or (2) flakiness in the test, which might cause it to pass or fail non-deterministically.
Broadly, fault localization techniques generate a list of likely portions of program code that are the cause of
that test failure. I propose to leverage AMPLIFY’s path constraint data to create a new form of fault local-
ization, which will be useful for debugging the vulnerabilities that AMPLIFY detects, as well as general
faults. Specifically, given the path constraints from a passing execution of a test and the path constraints
from a failing execution of the same test, AMPLIFY will determine the key branching condition(s) that
caused the failing test execution to diverge, and eventually to fail. My intuition is that failing test assertions
are likely failing due to the system under test’s processing of some input, which then is propagated through
control and data flow to an assertion. Prior related techniques for fault localization have relied on backwards
program slicing to create a slice of statements that are required to reach the test failure. Instead, by analyzing
the path constraints applied to each input, AMPLIFY will detect exactly where in the system that input was
processed differently (between the passing and failing test). Combining this information with traditional
backwards slicing can further demonstrate the differences between the two executions [104].

Evaluation Methodology. I will evaluate the improvements in vulnerability detection rates using AM-
PLIFY’s incremental and shared CI configuration, measuring the reduction in analysis time compared to
running AMPLIFY “from scratch” on each revision of projects. I will evaluate the applicability of AM-
PLIFY at the system-level in CI environments by deploying it in the CI runs of hundreds of existing open
source projects, a methodology that I pioneered with DEFLAKER [20]. For each CI build of each target
application, I will run my own version of that build in the same CI environment, collecting statistics on the
relative slowdown imposed by AMPLIFY (compared to the normal build). I will also perform large-scale
controlled validation of AMPLIFY’s scalability, measuring how useful its incremental analysis mode and
constraint cache are in reducing execution time, again reusing methodology from DEFLAKER. For DE-
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FLAKER’s evaluation, I used cloud resources to quickly evaluate it on some 6,000 versions of 26 projects
at a very modest cost of only several hundred dollars. I will evaluate AMPLIFY’s fault localization on
prior vulnerabilities, comparing its reported localization to the true location (identified by the location of the
developer fix). I will evaluate it on traditional faults using the popular Defects4] benchmark, which contains
hand-labeled faults and developer-written test cases that expose them [63].

2.4 Thrust 4: Production Monitoring and Defense

Thrusts 2 and 3 will result in a vast database of the observed constraints that are applied to different in-
puts as they flow through the target application. AMPLIFY will take advantage of its accumulated database
of path constraints in order to deploy extremely lightweight telemetry that will detect when an application
receives an input matching different constraints from what was tested, and hence, might represent a new at-
tack. Alternatively, if AMPLIFY detects that an input will expose behavior that has been seen before, then
it may be able to apply optimizations to the application based on those prior executions which might help
offset any performance slowdowns that AMPLIFY otherwise imposes. The core idea is that many different
inputs likely expose some common core of program behavior. For instance, there are inputs that lead to
exceptions, and others that do not. If many inputs all satisfy a core set of constraints, then AMPLIFY can
easily detect abnormal (untested) inputs in the field — those that do not meet these constraints.
Preliminary Results. This thrust will also build extensively on PHOSPHOR (as described in §2.1) and
CROCHET (as described in §2.2). I expect that my experiences building tools to help developers diagnose
field failures (Chronicler [26] and Parikshan [10]) will help inspire my approach to gathering telemetry from
production applications. Both of these systems are record and replay based, which is to say, they record non-
deterministic events when an application runs, allowing that non-determinism to be automatically replayed
while running the same code in the lab, hence, reproducing the recorded execution. Record and replay-
based systems are useful for reproducing bugs that occur in production systems; my goal here is different
but related: to identify how two different inputs might result in similar program behavior. In this context, the
proposed work is also inspired by my prior work in detecting “code relatives* — two syntactically dissimilar
code regions that result in similar behavior (regardless of similarity of inputs) [96].
Proposed Work. 2.4.1: Determining the important constraints. Rather than force programs to execute
inputs that result in different constraints (and hence, different program behavior), here, I will consider how
to identify the common constraints that are shared by most inputs. I expect that many inputs will result
in entirely unique path constraints, and hence, will not match previously observed paths. However, I also
hypothesize that in many cases, a large class of inputs might share some large set of common constraints.
These common constraints represent shared program behavior: even though the path that each input executes
might be different, some prefix of that path might be common. For instance, a constraint prefix might
indicate that an input is in error, causing an exception, but the complete path constraints of that input might
not match all inputs that would result in the same exception. If this is the case, then AMPLIFY will still
be able to draw upon knowledge from past executions, keeping in mind that these results only apply to
that prefix. There may be other shared constraints that are not shared prefixes, but rather represent shared
features of these inputs, such as passing some input validation. I will mine shared path constraints from the
constraint database, and utilize this data in runtime monitoring and optimization.
2.4.2: Constraint checking in the field. In the testing environment, AMPLIFY tracks the various constraints
that are applied to application inputs. In deployed software, AMPLIFY will check each input to see if it
matches constraints previously observed. If AMPLIFY detects that an input is likely to cause a failure or
attack, it could warn the user immediately, immediately throw an exception, add additional tracing/logging
code for debugging, or perhaps even try to recover gracefully [84,89]. Alternatively, if AMPLIFY detects
that an input doesn’t match prior constraints, it might be configured to perform dynamic taint tracking on
that input in order to ensure that it doesn’t result in a code injection attack. This database of previously-seen
constraints may be updated over time based on observations obtained from developers’ testing, and also
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from other executions in the field (described further in §2.4.4). Along with the set of constraints witnessed,
AMPLIFY will record high-level fault data (e.g. whether or not the input triggered a failure). Checking that
an input satisfies a set of constraints is a relatively fast operation, and I hypothesize that in most cases, inputs
will match constraints witnessed by other executions. If an input matches a previously seen execution, then
AMPLIFY will consider leveraging that information to perform program optimizations that may help mask
any potential overhead that it otherwise might introduce.

2.4.3: Optimization. AMPLIFY will use its profiling data to optimize the program’s execution to reduce
observed overhead from its monitoring. While the JVM performs aggressive optimizations, there are limits
to the level of optimization that the JVM will make on a method. For instance, by default, the JVM will
never attempt to inline a method if that method is larger than 35 bytes [76]. Inlining is a key optimization
that allows far more aggressive optimization to take place, but the downside to inlining a large method is
that it can cause code bloat, and if the target method to be inlined requires dynamic dispatch, then the JVM
must insert a guard in the optimized code to ensure that the caller type matches what was inlined. Both of
these problems can be solved based on path profiling, allowing the JVM to do its job better. In the event that
an input matches previously seen constraints, AMPLIFY will consider using the historical data to optimize
the system’s handling of that input. One example optimization might be to specialize methods, removing
(potentially) large portions of methods that AMPLIFY knows apriori will not be executed (because it knows
the path that the system will take to process the input), making the method smaller and more amenable to
inlining. Further, AMPLIFY might be able to replace (expensive) dynamically dispatched method calls
with (cheap) statically dispatched method calls, since again, AMPLIFY knows from the path profile data the
correct receiver type for each method call. Each of these optimizations will require a fast analysis in order to
determine if applying the optimization is worthwhile: there will be a fixed cost to applying the optimization
(and deoptimizing it if necessary). In remaining with the spirit of the rest of my approaches, I will implement
these optimizations without modifying the JVM. I expect to implement these optimizations using a novel
variant of my heap traversal and code-patching algorithm that I first prototyped for CROCHET [24].

2.4.4: Constraint recording on/off. If an input doesn’t match previously seen constraints, then AMPLIFY
might record the path constraints on that input for future analysis. Of course, this will be dependent on
the end-user’s privacy requirements, since even path constraints can contain sensitive information [35, 40].
Prior approaches that recorded path constraints in field executions relied on automatically replaying the
execution (in a separate process than the user is interacting with) in order to collect the constraints due
to the immense overhead of collecting them [35,40]. These prior approaches were limited by the way
that they collected constraints: using heavy-weight symbolic execution engines like KLEE or JPE. Since
AMPLIFY’s constraint recording is based on concrete executions, I am convinced that in the hopefully
infrequent case that an input doesn’t match previously seen constraints, it will be able to capture them online.
The core challenge here will be devising a technique to dynamically turn constraint recording on and off,
so that there will be no overhead when an input matches the previously-seen constraints, and then minimal
overhead when doing the recording. I will invent code transformation techniques so that analyses like
AMPLIFY’s constraint recording (and others, more generally) can easily be flipped on-and-off, drawing on
my extensive experiences building runtime systems for the JVM [16,17,19,24].

Evaluation Methodology. 1 will evaluate AMPLIFY’s detection of vulnerabilities “just in time” by
comparing the constraints collected from vulnerabilities (as explored in thrusts 1 and 2) with constraints
collected from benign executions. I will evaluate AMPLIFY ’s ability to detect important constraints in both
attack and benign inputs by measuring the proportion of different inputs marked as similar, comparing its
results to other execution similarity approaches, such as code relatives [96], using again data collected from
running AMPLIFY on real vulnerabilities. I will evaluate the performance of AMPLIFY’s field-based
constraint checking, optimization and constraint collection by using the DaCapo macro benchmark suite
[29], building a database of constraints from the test suite of each of the apps included in the benchmark,
and then evaluating AMPLIFY’s performance on the benchmark’s workload.
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Thrust
1. Depth: Testing for Code Injection Attacks with Dynamic Taint Tracking
2. Breadth: Exploring More Inputs with Concolic Execution
3. Crosscutting: Detecting Vulnerabilities in Continuous Integration and Regression Testing
4. Crosscutting: Production Monitoring and Defense
Table 1: Tasks to be addressed in each of the five years

3 Research Timeline

Table 1 shows a high level overview of the five-year research plan. This project will involve one funded
PhD GRA; I plan for a second PhD GRA to participate in this work as well, who will be financially supported
by the GMU CS department (see chair letter), I also expect to involve several unfunded “project students”
(who will work on the project in exchange for course credit). I will begin with both students working on the
taint tracking aspects. In the second year, one student will continue to focus on taint tracking aspects, while
the other will begin work on concolic execution. In year three, one student will continue the concolic execu-
tion work while the other integrates the components with the continuous integration model. The entire team
will work together on the crosscutting aspects in years four and five. This schedule recognizes dependencies
between tasks, in particular the construction of the taint tracking and concolic execution components.
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4 Broader Impacts
Societal and Technical: Software greatly affects society as it is increasingly relied upon in healthcare,
finance, national infrastructure and defense. The line between high-assurance and general-purpose software
is increasingly blurred, as nowadays nearly any insecure software can have severe economic consequences.
This project will develop, validate and disseminate better tools that any engineer can use to detect code
injection vulnerabilities in their applications during testing. Moreover, this project will target vulnerabilities
in software running in the JVM, a platform which has increasingly been a target of attack, in including the
high-profile Equifax attack. The resulting methods and tools developed in this project can be used as a
platform for future research on other kinds of vulnerabilities in JVM-based applications.
Dissemination: I will disseminate results in the form of research papers, educational material, and open-
source software. I will have a particular emphasis on releasing open-source software, building on my strong
record [27] with released tools used in academia and even in industry, e.g., VM VM [17] was integrated into
a product line at ElectricCloud [44] which led to follow-up work [19,21,22]; Phosphor [14, 16, 18] has been
adopted and extended by a variety of other researchers [4,5,42,90, 100]. I expect that each core component
of AMPLIFY will be a useful tool for enabling future research in complimentary directions. For instance,
the taint-tracking components could be used to assess other features of test cases (such as brittleness [62])
and the concolic execution component could be used for other input generation tasks.
Educational: I will continue to engage high school, undergraduate, and graduate students in research: since
beginning at GMU, I have supervised two high school, five BS, one MS degree and one PhD student in
research projects. My curriculum design efforts for CS 475 (described below) were recently recognized by
the students who unanimously rated me 5/5 for the evaluation question “My overall rating of the teaching.”
Undergraduate Curriculum Development: 1 volunteered to take ownership of GMU’s undergraduate
concurrent and distributed systems class, CS 475 [13], which I first offered in Spring 2018. All CS un-
dergraduates at GMU are required to pick one of three electives, including 475, and hence, 475 is taken
by many students (the class is full every semester). I completely overhauled the syllabus, bringing it up to
speed with state-of-the-art research concepts. I brought several research topics into the classroom through
lectures: I used several academic papers (including GFS [50]) as case-studies, where the students used their
foundational knowledge of distributed systems to see how the various design choices made in these large
systems were made. I also encouraged the students to use a research-based Java race detection tool, RVPre-
dict, in their projects [81], which they responded quite positively to. My course materials are all publicly
available [13], and I reach out to colleagues who teach similar classes to swap notes and stories. In the
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future, I will include CROCHET as a case study of advanced concurrency control topics like optimistic lock-
ing and compare-and-swap, which are used extensively in CROCHET’s thread-safe algorithm. I also plan to
include at least one entire lecture on code injection attacks, which are very relevant to distributed systems.
Graduate Curriculum Development: 1 will translate the software engineering and systems building
lessons from building AMPLIFY into modules and assignments for my seminar, CS/SWE 724: Program
Analysis for Software Testing [15]. First offered in Fall 2017 as a “special topics” seminar, it is now an offi-
cial course, regularly offered and listed in the university’s course catalog. In the beginning of the semester,
I have several assignments that get the students’ feet wet in program analysis tools while also helping them
to scope their term projects. In Fall 2017, these assignments involved code coverage and dynamic taint
tracking and led to several successful student-driven projects related to fault localization, flaky test detection
and taint tracking. One (otherwise terminal-degree) MS student decided to join me as a PhD student to
further pursue the topic. In future offerings, include at least one assignment focused on constraint tracking
and solving and will encourage students to pick projects in vulnerability detection.
Broadening Participation in Computing. I strive to create a welcoming, inclusive environment that broad-
ens opportunities for all students, including underrepresented groups. I have successfully mentored under-
represented students at all levels and will continue engaging undergraduate, full-time MS, and workforce
MS, as well as PhD students in research. My first two PhD students are both from underrepresented groups,
and I intend for both to work on the projects described in this proposal. I serve as advisor to GMU’s
Student-Run Computing and Technology (SRCT) group, an undergraduate organization that supports stu-
dents interested in computing [69]. SRCT has a very diverse membership, and is committed to including all
interested students regardless of gender, race or sexual orientation. I have and will continue to co-organize
the NSF-supported undergraduate Programming Languages Mentoring Workshop at SPLASH, an event that
focuses on broadening the participation of underrepresented groups in PL and SE research [25,82]. In 2017,
PLMW attendees were evenly split by gender (24 male, 24 female); 10 were Hispanic, African American,
Native Hawaiian or Pacific Islander. I am considering organizing a local version of this workshop.
Evaluation of BPC activities. While BPC is a long-term effort, with major results (e.g., overall impact
of my efforts on the field) not becoming clear for some time, I will continuously evaluate and reflect on
my BPC activities. I will measure success through a variety of personal and professional development
factors, including those recommended to me by my university’s Office of Students as Scholars [49]. For
instance, I will consider undergraduate mentorships successful if the mentees become more interested in
pursuing a graduate education in computing, and if they feel more comfortable and confident in their pursuit
of computing. For more structured activities (e.g. the PLMW workshop series), I will continue to work with
CRA’s Center for Evaluating the Research Pipeline (CERP) to track outcomes both in the short term (just
after the workshop) and in the long term (years after the workshop). In these contexts, I’'ve been looking
at metrics such as: an increased understanding of the field, an increased understanding of academia, an
increased desire to apply to/remain in graduate school/faculty positions (as appropriate).

S Results from Prior NSF Support

PI Bell has one NSF grant recently awarded but not yet started, CCF-1763822 “SHF: Medium: Col-
laborative Research: Enhancing Continuous Integration Testing for the Open-Source Ecosystem”™ (total:
$399,591, October 1, 2018 — September 30, 2022). Intellectual merit: This project addresses the problem
of regression testing in the new setting of CI. Traditional solutions for the problem do not provide optimal
tradeoffs in modern software. This soon-to-start project will develop practical techniques and tools for en-
abling faster and more reliable CI testing. Broader impact: More effective CI testing will provide faster
and better feedback for developers, resulting in better software delivered to customers faster. This project
will result in publicly available tools that can benefit everyday software developers. This CAREER proposal
will amplify existing developer-written tests by adding new oracles and new inputs, which is complementary
to my ongoing efforts to increase the reliability and speed of existing tests in the SHF-medium grant.
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